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Abstract

This work proposes an automatic method to analyze different data sets based on their
features. The features of human lincRNA were compared to those of mRNA.
The features include sequences compositions, structures, and base-pairs probabilities.

Afterward, a generic Background Model (BGM) was computed, which fitted the values
of these features to a selection of distributions. The fitted distribution is used as a
basis to determine cutoff values for significant regions within the sequences for different
significant levels. With the help of the BGM, significant regions of lincRNA sequences
could be highlighted and compared between different features.

Moreover, it was used to compare the similarity of the feature distributions in lincRNA
with those of the different parts of the mRNA, namely the 5’UTR, the coding sequence,
and the 3’'UTR.

Finally, each step in our approach was visualized in automatic graphs to enable an easier
identification of regions of interest or to manually check the computed results.

NG

)

1l



Zusammenfassung

In dieser Arbeit wird eine Methode vorgestellt um Datensatze mit vielen RNA-Sequenzen
zu analysieren. Insbesondere soll das Verfahren dazu dienen, unbekannte RNA Sequen-
zen zu analysieren und deren mogliche Funktionen besser zu verstehen. Grundlage
bilden dabei lokale Sequenz- und Sequenz-Struktureigenschaften der einzelnen Sequen-
zen. Diese lokalen Figenschaften kénnen dann fiir verschiedene RNA Klassen mit Hilfe
statistischer Methoden verglichen werden.

In der vorliegenden Arbeit werden exemplarisch humane lincRNAs und humane mRNAs
miteinander verglichen. Uber die Klasse der lincRNAs ist bis auf einzelne Beispiele wie
die XIST-RNA wenig bekannt. Die Klasse der mRNAs ist weitaus bessser verstanden.

Als FEigenschaften werden Mono- und Dinukleotid Gehalt der Sequenzen sowie Eigen-
schaften der lokalen Sekundarstruktur heranzgezogen. Um Signifikante Eigenschaften
herauszufinden, werden fiir die Analyse vier Hintergrundmodelle betrachtet: jeweils eins
fiir die drei unterschiedlichen Regionen einer mRNA sowie eins fiir randomisierte lin-
cRNAs. Anschlieflend wird das Modell der lincRNAs mit den Hintergrundmodellen
verglichen um Ahnlichkeiten und Unterschiede zwischen lincRNAs und mRNAs her-
auszufinden.

Jeder der einzelnen Analyseschritte lasst sich visualisieren um das der Ergbnis nachvol-
Iziehbar zu machen. Weiterhin lassen sich auch einzelne Sequenzen und deren Sig-
nifikante Bereiche Graphisch darstellen.
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CHAPTER 1

Introduction

Nowadays non-coding RNA is drawing more and more attention to itself. 98% of the
human genome is not translated, thus it is believed that non coding parts are essential for
the complexity of cells. This percentage decreases once the cell is less complicated [1]. In
the last decade, a number of ncRNA classes were discovered that are involved in many
different regulatory functions. For example, long ncRNA (IncRNA), piwi-interacting
RNA (piRNA), and small nucleolar RNA (snoRNA) [2, 3, 4].

Many ncRNA classes have been identified by means of computational prediction and
conservation, however their functions are still unknown or vaguely understood. Further-
more, some classes of ncRNA are highly conserved indicating the fact that they have
been maintained by various species for a particular purpose.

Remarkably, an abnormality in the expression of various ncRNAs was observed in num-
ber of diseases. For example, cancer, alzheimer, and Prader-Willi syndrome [5].

A major incident in the ncRNA world namely the discovery of microRNA, was in 2001,
which in turn led to a series of subsequent discoveries. The length of microRNA can
vary from 19-25 nucleotides (nt); microRNA became the key in humans diseases, for its
involvement in different human diseases and activities of the cell starting from various
cancer metastasis to binding ncRNA with its targets in mRNA. A recent paper [6] pro-
posed that mRNAs and ncRNAs have a hidden language, in which microRNA response
elements (MREs) are the broker.

Lately a new ncRNA subtype was discovered called Large intervening non-coding
RNAs (lincRNA). LincRNA were first identified in mouse cells [7], later in human and
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another 21 mammalians [8]. Accordingly, about 3,289 lincRNAs were identified, which
are highly conserved in mammalian and are often found to be structured!. Only very
few of them have been functionally classified, however. known examples include XIST
(X-inactive specific transcript) and HOTAIR (HOX antisense intergenic RNA); XIST is
conserved among several species and play a major role in X inactivation [9]. HOTAIR
is involved directly in repressing the gene basically with PRC2 (Polycomb Repeessive
Complex 2) [8].

lincRNA is strongly assumed to play a role in RNA binding proteins, cell-cycle regulation,
and innate immune system [7, 10].

Similarly to other ncRNA types, abnormality in lincRNA expression was seen to be a
contributing factor in diseases for example cancer metastasis [8, 11].

A breast-cancer therapy approach has been proposed in [11], by targeting lincRNA with
small interfering RNA (siRNA) to limit its role in cancer progression. The same approach
was shown in an earlier study [12].

Biological aims

lincRNAs have been identified only recently, therefore many of its characteristics are not
determined yet, this work investigates general properties of lincRNA sequences on the
basis of sequence and structure features.

The most similar class of known RNA molecules are mRNAs due to their length distri-
butions and both are processed by the splicing machinery. As the evidences indicate,
mRNA and IncRNAs have a thick relationship [13].

In addition mRNAs are generally unstructured due to its main messenger function for
protein production where the ribosomes frequently travel down the sequence, however,
many regulatory elements are embedded within sequence that regulate translation and
stabilize or destabilize the molecule. These regulatory elements are usually local, i.e.
span across only a small region of the mRNA.

For this reason, the task of this thesis is to compare local sequence and structure features
of lincRNAs to mRNAs. A mRNA molecule is divided into three main functional sections
5'UTR, CDS, and 3'UTR (see Sec. 2.3)

In this work, this comparison will be made by generating the features of both classes. As
a result, we would like to know whether it is possible at all to make such a comparison,
and what is the outcome of that. Moreover being able to address the differences between
these classes.

Yet to be investigated.
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Scientific aims

The scientific aim of this work is to build a statistical analysis to RNA molecule. With
the help of the proposed automatic analysis (Background model-BGM), additional prop-
erties in lincRNAs should be possible to recognize, such as identifying potentially func-
tional local regions on single lincRNA sequences. Since there is only very little infor-
mation available on such functional regions, we make the assumption that functional
regions should show significant properties.

A property that is ubiquitous is unlikely to be functional due to a lack of specificity.
Therefore, we approximate functional regions by identifying regions with significant
feature values. A feature is a computational model of a local property that can be
mapped to a single nucleotide position.

These regions of significant feature values should be visualized in a single graph so that
it is easy to identify their location and correlations between different features. The
identification of these significant and potentially functional regions can be a basis for
future biological experiments and homology analyses.

Prerequisites

After obtaining dataset for both lincRNAs and mRNAs:

o feature selection, generation and visualization. It must be possible to assign a
value for each feature to a single nucleotide position without gaps in the RNA
sequence.

e compare feature distributions (raw values) of lincRNA and mRNA data using non-
parametric test.

e determine significant values by fitting each feature to a statistical distribution and
calculate significance thresholds (automatic process ~» BGM).

e use the previously determined significance value as a cutoff to divide significant
values from insignificant values.

e generate a tool to automatically visualize significant feature regions of single lin-
cRNA sequences.

e overcome problems due to extremely large dataset size (visualization, fitting)

The determination of the significance of the sequences should be simple for the mRNA
data, because of the large dataset size; lincRNA, however are far fewer than mRNA in a
single organism, therefore it is more difficult to determine the background distribution
of their features and therefore to obtain a correct significance cutoff.

Instead of using a cutoff determined from only the lincRNA data, we want to investigate
whether it is possible to use the cutoff determined from the mRNA data.

In the process, we gain an additional test of the similarities between lincRNA and mRNA
feature values.
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Thesis structure

This chapter introduces the topics of the thesis and gives a clear idea of the aim and
prerequisites that motivated this work.

In chapter 2, a review of the necessary biological concepts is given, additionally the
biological-related computational methods that are required to understand this thesis.

Chapter 3 explains the programs, tools and the arithmetic concepts in probability the-
ory. The chapter highlights the underlying computations and what influence the results
mostly regardless of the biological use.

The pipeline of this work is explicitly described in chapter 4, and its associated imple-
mented programs are briefly described in chapter 5.

Last but not least, the results are given in chapter 6 and are discussed in chapter 7.
Finally this work is concluded in chapter 8.



CHAPTER 2

Biological and computational review

Protein expression starts with transcribing the DNA to messenger RNA (mRNA). The
result of transcription is the RNA that shares the same sequence of nucleotides as the
DNA with a some chemical modifications. DNA and RNA structures, however, differ
greatly from each other, albeit having similar molecular properties. DNA is double
stranded which limits the possible structures DNA can form. While RNA is single
stranded which gives it more flexibility to fold inside the cell producing an enormous
number of possible structures.

After transcription pre-mRNA is spliced to its mature form mRNA and subsequently
the protein is read from the mRNA in the translation process [1, 14].

Non-coding gene expression is similar to that of protein coding genes, but its missing
the translation step.

First the non-coding gene is transcribed and then processed into its mature function
form. IncRNAs even use the same splicing machinery as mRNA for their processing and
regulation.

The processes transcription, translation, and splicing are highly regulated and errors at
any stage may have negative or even deadly consequences [15].

2.1. RNA molecule

DNA sequences are made of the four nucleotides components namely adenine (A), gua-
nine (G), cytosine (C) and thymine (T). Likewise, RNA contains the same first three
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components A,G,C, but uracil (U) instead of thymine. Moreover, RNA nucleotides differ
from DNA because they contain sugar ribose. Hence, DNA is less reactive than RNA,
as the nucleotides of DNA are deoxyribose. Additionally, due to the fact that DNA
is double stranded while RNA is single stranded, the smaller size of grooves in DNA
with respect to RNA, makes RNA easier to break down and less stable than DNA and
therefore more exposed to damaging enzymes [1].

2.2. Precursor messenger RNA (pre-mRNA)

After transcription, the coding RNA consists of exons (coding regions), introns (non-
coding regions). This initial transcript is called precursor messenger RNA (pre-mRNA)
and exists for very short time before it is spliced. RNA splicing generally requires the
spliceosome for processing the pre-mRNA into mature mRNA. Spliceosome contains
~200 proteins and 5 special ncRNAs called small nuclear RNAs (U1, U2, U4, U5, U6)
[5, 1, 16]. Splicing is performed by recognizing the exons and introns and then removing
the introns later stitching exons back together to form messenger RNA (mRNA) for
later protein coding[15].

In humans, the introns are usually far longer than the exons and their properties differ
from those in the untranslated regions and the coding sequences [15, 17]. Some introns
are even self splicing, i.e. they do not require spliceosome. Research has shown that
about 95% of the human genome is alternatively spliced, which implies that the alter-
native splicing of introns and exons play an extensive role in gene regulation [17, 5, 18].
The relationship between exons and introns also vary between different spicies, in hu-
man specifically the length of the intron with respect to the exon choice can affect the
alternative splicing [18].

2.3. Messenger RNA (mRNA)

Messenger RNA (mRNA) is a single strand of nucleotides, which has been transcribed
from DNA and encoded the information for protein assembly. These nucleotides A,C,G
and U are grouped into sets each of three nucleotides, called codons. There are 64
combinations (codons) in total and each corresponds to one amino acid in the translation
process.

Out of the 64 codons, four have a special task: AUG initiates translation, while UAA,
UAG or UGA act as stopping signals (Fig. 2.1).

tRNA and rRNA are essential for the translation, in which, tRNA binds the matching
amino acids with the ribosomes. This binding process elongate the chain of the produced
peptide chain.

Before tRNA can proceed with mRNA, rRNA customizes mRNA first; this customization
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Figure 2.1.: Structure of mRNA. The 5’ and 3’ are the untranslated regions in yellow and
pink respectively, and the coding sequences (CDS) is in green; blue areas
are the codons which start (left) or stop (right) translation; the red arrow
indicates where translation starts and its direction. Brown areas are the 5’
cap on the left side and the poly(A) tail on the right side. RNA sequences
are always read and written from the 5’(prime) end to the 3’ end.

is literally sandwiching the mRNA, i.e. the large subunit is the upper part, and the small
subunit is the lower part (Fig. 2.2).

Coding sequences (CDS)

Coding sequences (CDS) are defined as the regions between the translation start codon
AUG and one of the stopping codons (UAA,UGA,UAG). This makes CDS an open
reading frame (ORF), which can be decode by the ribosome machinery.

The main function of CDS is protein coding. With the help of ribosomes, the codons in
the coding region make base pairing with complementary pairs in transfer RNA (tRNA),
once ribosome reads the starting codon AUG. Every time a hit happens and the tRNA
can pair with the mRNA a new amino acid is added to the polypeptide chain, which
is a single chain of amino acids. This makes up a protein molecule either alone or a
combination with other polypeptides [1]. Ribosome keeps reading the mRNA until a
stopping codon is reached (UAG in Fig. 2.2), then the resulted chain is released.

Untranslated regions (UTR)

Untranslated regions (UTRs) appear in two parts of the mRNA, the starting (5’ end)
and ending (3’ end). The untranslated region, which start from the first nucleotide of
the transcript until the first AUG codon is called the 5’'UTR, whereas the 3'UTR is
located between the first stop codon (UGA, UAG or UAA) and the poly(A) tail.

Previously, untranslated regions were thought to have no effect on the translation pro-
cess. More recently, however, research has detected a vast number of regulatory elements
in these regions that affect translation.
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Figure 2.2.: Translation of the mRNA [1]. (A) Green parts are the ribosomes translating
the mRNA molecule, each starts with the AUG and ends with the UGA,
UAG or UAA. The pigtails are polypeptides. (B) An electron microscopic
photograph taken from an eucaryotic cell.

UTRs 5" and 3’ share some properties, such as being highly structured, richness in G and
C nucleotides, controlling gene expression regulation via post-transcriptional regulation,
plus other features [19, 20, 21]|. This involvement drew the attention to their importance
in protein expression, as mutations in these UTRs causes abnormality in the whole
translation process and results in diseases instead of protein.

The length of 5’'UTR varies between taxonomies; some references, however, give a range
of 170 ~ 210 nt on average [19, 20]. 5’UTR and 3'UTR differ in length, GC-richness in
each, some properties of introns, and some other features [20, 17].

The cis-regulatory elements in 5 and 3° UTRs can influence the stability of mRNA
and therefore the translation. As the cis-regulatory elements in 5’UTR can vary from
those in 3’UTR, their influence vary as well. For instance mutations that affect these
elements in 5’UTR can be associated to breast cancer, alzheimer’s disease and other
diseases. Similarly to 5’'UTR, modification in the secondary structure of 3’'UTRs can
cause diseases (the relation is still hazy), and there are other drawbacks for affecting the
termination codon or other elements in 3’UTR which influence negatively stability and
localization of mRNA and the translation process [20, 19, 22].

2.4. Non-coding RNA (ncRNA)

Only two percent of the entire human genome encodes for protein. The last decade,
however, has given rise to the characterization of many classes of regulatory RNA, which
are transcribed from the remaining 98%.
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NcRNAs are found to regulate gene genes expression and mRNA splicing, and there is
evidence for their involvement in various diseases|[23]. NcRNA classes vary in length and
in their properties which sometime make them distinguishable. Hence there are many
types of ncRNAs now recognized and well known, such as microRNA (19 - 25 nt), tRNA
(~ 80 nt), ribosomal RNA (rRNA: large subunit [60S eukaryotes, 50S prokaryotic|, small
subunit [40S eukaryotes, 30S prokaryotic]) [23]. However, it is still tricky to identify a
vast number of ncRNAs and in particular their functions.

In addition to gene expression regulations, some ncRNAs are so called housekeeping
ncRNAs, e.g. tRNA, and rRNA [24], due to the fact that they are produced in all types
of cells, and are involved in ubiquitous translation process.

Another ncRNA class involved in gene expression is microRNA. MicroRNAs bind to
3’'UTR of the mRNA and hinder the translation either by degradation of the transcript
or inhabitation of the ribosome machinery. This exact regulation found to have the
affect on the cell function in a good or a malicious way.

2.4.1. Long ncRNA (IncRNA)

Long ncRNA (IncRNA) is a sub-class of ncRNA, which are longer than 200 nt in length
and generally do not contain sequence homology. IncRNAs regulate gene expression via
chromatin modification, transcriptional regulation, and post transcriptional regulation.

In [25], five sub categories of IncRNA were mentioned, namely: (1) antisense transcripts,
(2) intron re-presenters, (3) UTR promoter transcripts, (4) independent transcripts, and
(5) non protein-coding genes transcripts. This classification was based on the loci in the
genome, considering that genomes vary among taxonomies.

Interestingly, some previously unclassified IncRNAs, which share nothing in common
with the rest of IncRNA sequences, have been called as lincRNA, as lincRNAs are
strongly assumed to have roles in many human diseases [11].

2.5. RNA structure

RNA is a single strand of nucleotides, these nucleotides chemically bond with their
complementary pairs to form a base-pair. According to the Watson-Crick model [26],
the complementary pairs are A with U, G and C, also G can pair with U in RNA
structures.

Inside the cell, when RNAs fold into their native structure, complementary nucleotides
chemically bond to each other. Such a bond might be a hydrogen bond in which a
hydrogen atom interacts with an electronegative atom. The result of this bonding is

10
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Figure 2.3.: RNA structure [http://en.wikipedia.org/wiki/Biomolecular_
structure|. Left The secondary structure, in which the original se-
quence can be seen starting from 5 to 3’; loops are the unpaired
bases. Right The tertiary structure of RNA molecule. The colorful
regions are those in which bases are paired and gray areas represent
the unpaired bases. The nucleotide sequence of tRNA is GCGAUU-
UAGCUCAGDDGGGGAGGCGCCAGACUAAACAUCUGGAGGUC-
CUGUGTUCGAUCCACAGAAUUGCACCA.

structured RNA. Moreover, the total number of possible structures for RNA sequence
grows exponentially with its length [27].

RNA folding might produce stable structures or unstable ones. Taking in account how
many Cs, Gs, As and Us in the sequence and their positions, the resulted structure
therefore is sort of predictable. Moreover, the produced structure is more unstable when
more bases are left unpaired.

Three levels of RNA structure exist: (1) primary structure, (2) secondary structure, and
(3) tertiary structure (Fig. 2.3).

RNA primary structure is the sequence of nucleotides that make up the RNA strand.
This sequence of nucleotides holds information of homology and RNA specific features.
Predicting RNA tertiary structure (3D structure) is very complex and not possible for
long RNAs. However, RNA secondary structure is kind of well established approach and
its requirements are within reach. Therefore, this work concentrates only on secondary
structure as the primary structure is very difficult to predict and impossible to do so for
long transcript such as mRNA and IncRNA.

Next, some RNA secondary structure terminology and its prediction are briefly intro-

duced.

11
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Figure 2.4.: Building blocks of RNA secondary structure. (A) Stem, or stacking where
complementary bases from different parts of the RNA strand pair with each
other. Stems are a stack of at least two base-pairs. (B) Hairpin, a loop
closed by one base-pair (here CG). (C) Multiple loop, an interior loop closed
by at least 3 closed base-pairs (UA,CG,GC), the number of stems branching
off defines the size of the multiple loop, i.e. this is a 3- multiple loop. (D)
Interior loop, where some nucleotides are unpaired and are flanked by two
base-pairs (UA,CG). (E) External loop is the stretch of unpaired nucleotides
between two closed structures, such as the two haipin structures in this
illustration (F) Pseudo-knots the edges between the two hairpins .

RNA secondary structure (SS)

RNA secondary structure is built from two main building blocks : loops and stems.
Loops (hairpin, interior loop, and k-multiple loop) are free unpaired bases that are
grouped together and named according to their position in RNA SS. Another type of
loop is the external loops which are the un-paired bases and the base-pairs with no clos-
ing base pairs. Stems are stacks of neighboring base-pairs. RNA structure can consist
of base-pairs, which their edges cross with other base-pairs, these crossing base-pairs are
the pseudo-knots (Fig. 2.4).

2.6. RNA structure prediction

Predicting RNA SS is finding the most likely structure among all possible structures
for the given sequence. The early predicting methods focused on sequence conservation
among several homologous sequences. However, choosing the sequences and considering
the comparative mechanism influence the required time and make this approach a time
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consuming one.

Later on, the interest in the possible structures of one single sequence became the main
investigated area. For this purpose using Gibbs Free Energy definition of a system
became nowadays more established and precise.

On the other hand, every single sequence can have an exponential number with its length
of possible structures. To find the one with the minimum free energy (MFE), all possible
structures of a sequence are required to be explored.

2.6.1. RNA structure and minimum free energy (MFE)

Gibbs Free Energy system is given by AG = AH — TAS, where AH is the enthalpy, T
is the absolute temperature, and AS is the entropy. Hence, the lower the energy of a
system, the more stable the structure [28].

Predicting RNA SS is now finding the structure from all possible structures comprising
non-crossing base-pairs that have the minimum free energy.

The overall energy of the system is computed through the energy of its base-pairs and
loops. Loops usually have a high energy contribution due to the fact that bases are
unpaired, while stems are the stable parts of the structure (2.1).

Eloop - Emismatch + Esize + Especial (21)

Where E,ismaten 1S the energy of the neighboring base-pairs to the loop closing base-
pairs, E;.. the energy of the size of the loop, and the last term Ejc.iq; considers special
cases such as tetiary loops [29].

2.6.2. RNA structure and dynamic programming

It is time consuming to try generating all possible structures, therefore dynamic program-
ming (DP) approaches became useful, as it is based on exploring all possible structures
without actually generating them. DP has two phases: scores computation, and optimal
solution found from trace backing [27].

The standards algorithms based on this concept are:

1. Nussinov’s algorithm ~» 1970: Nussinov’s algorithm is one of the first algo-
rithms, that predict RNA SS. The algorithm maximizes the number of base-pairs
which can be found in an RNA sequence S of length L; the sequence is compared
against it self in a matrix of size L x L, which makes the required space of this
algorithm O(L?), and the running time O(L?)[28]. With Nussinov all optimal and
suboptimal structures are produced, however, the predicted structure could be
biologically irrelevant (no loops penalty).

13
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2. Zuker’s algorithm ~~ 1981: Zuker’s algorithm predicts one structure, which is
found to have the minimum free energy AG [28]. Making the advantage of DP,
Zucker’s algorithm predicts the optimal structure using two matrices, one stores
the MFE of subsequence s[i...j], and the other stores the MFE of the structure
representing that subsequence si. .. j] (inclusive) [5, 30]. The complexity of Zuker
algorithm is therefore O(L?) for space, and O(L?) for running time. The drawback
of Zuker is predicting unique optimal structure and no information about other
suboptimal structures, that might occur in the cell [30].

3. McCaskill algorithm ~» 1990: McCaskill predicts the optimal structure using a
partition function for base-pairing probability. McCaskill considers the probability
of the structures, that RNA sequence might fold to, based on the distribution of
the system energy, which is assumed to be a Boltzmann distribution [31].

In the first phase ”scores computation” the partition functions are computed for all
sequence components, in the ”trace backing” phase the probabilities of base-pairs
are determined [27, 31, 32]. The complexity of McCaskill is similar to Zuker.
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CHAPTER 3

Scientific background

In this chapter, tools and concepts used in this work for the analysis of different features
are introduced. First, the underlaying methods for the analysis of RNA SS are defined.
After that, the statistical concepts, tests, tools and methods are explained.

3.1. RNA structure prediction programs

There are several approaches for the prediction of RNA SS [http://en.wikipedia.org/
wiki/List_of _RNA_structure_prediction_software]. In this work two programs are

used, namely RNALfold and RNAMotid.

3.1.1. Local RNA secondary structures (RNALfold)

The Vienna RNA package provides an algorithm for predicting local stable structures in
RNA sequences called RNALfold. The algorithm uses a simpler alternative to the full
loop based energy model called maximum circular matching problem (MCMP) which
is a model based on base-pair strength based model (3.1). Using McCaskill partition
function, in a sequence S of length n, the probability of base-pairs is computed, and the
list of the local stable structures is produced using a forward recursion within a span
L|L<n|33].

Eij = min Ei,j—l; ) mln Ei,k—l + Ek+1,j—1 + E(k,j) (31)
=%...]—m

Mg =1

15


http://en.wikipedia.org/wiki/List_of_RNA_structure_prediction_software
http://en.wikipedia.org/wiki/List_of_RNA_structure_prediction_software

Chapter 3. Scientific background

where E;; is the energy of the most stable structure within the span i,j (i,j are included).

RNALfold returns the predicted secondary structures, the minimum free energy (MFE)
of each predicted structure and its starting position in the original sequence.

The predicted secondary structures might overlap, i.e. in sequence S {p;...p;...p, }, the
position {p;} can be involved in more than one structure within a span of size L, often
with different scores p; = {scy...s¢;...5¢,, } where m is the total number of the overlapping
scores.

The ability of controlling the size of the sliding span L gives this work the flexibility of
comparing different features produced by different tools by setting a constant span size
for all of them.

The time complexity of the program is O(n x L?), and the space complexity is O(L+n).

3.1.2. Local RNA elements accuracy based identification
(RNAMotid)

RNAMotid is a tool for the prediction of local RNA structure provided from University
Freiburg [34]. Two concepts the program maintains namely the maximum expected
accuracy (MEA) for RNA subsequences, and the probability of base-pairing and un-
pairing.

MEA model predicts the structure with the highest probability. The drawback of this
model is that short local structures are predicted more often than long ones. Therefor
RNAMotid introduced an additional locality function (3.2), so that the MEA is alter-
nated for RNA subsequences and hence, the program is capable of predicting small and
large RNA elements (e.g. cis-acting elements).

The locality function introduced (3.2) has the advantage of being flexible and having
a changeable behavior based on the input parameters, which in this case can handle
different classes of RNA considering their different properties.

Prbase_pair] + Pr[base_unpair]

Accuracy = (3.2)

start_value + subsequence_lengthdegression

For the probability of the different base pairs and un-pairs, the program obtains these
probability from pfl fold and RNAplfold, the two functions are included in Vienna
package. However, the restrictions upon windows length in pf1l fold was overcome by a
successive calling to the function, paying attention at the same time to the overlapping
sequence [34].

The time complexity of the tool is O(nm?), where n is the sequence length, and m is
the length of the chunk to pfl fold. Finally the space complexity is O(n?)
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3.2. Sequence shuffling (esl-shuffle)

Shuffling a sequence is a technique that creates random sequence with a restriction of
maintaining the different nucleotide frequencies. There are different types of shuffling
depending on the nature of the sequence such as mono-nucleotide shuffling and di-
nucleotide shuffling [35].

Sequence shuffling is one step among other steps to examine the stability /conservation of
the molecule structure [36, 37, 38]. In relation to RNA, once the sequence was shuffled,
the MFE of its structure is compared to the MFE of the structure predicted from original
sequence.

In this work Mono-nucleotide shuffling is used (single-base shuffling) using esl-shuffle
program, which is provided from HMMER project from Howard Hughes Medical In-
stitute. The shuffling tool, plus others in HMMER project, is based on profile hidden
Markov models (profile HMMs) [39].

3.3. Distributions

3.3.1. Normal distribution

Normal distribution or gaussian distribution is one of the most important concepts in
continuous probability distribution [40], which is given by the following equation:

1 —1(z—p)?
e 27 (3.3)

Y —
o\ 2T

where p is the mean of the distribution, ¢ is the standard deviation, and e = 2.71828.
Normal distribution R(u,0?) is famous with several properties such as the bell shape
(Fig. 3.1) and being analytically very well established. Moreover, the mathematical
background of normal distribution is the central limit theorem which states sampling
distribution of independent random variables is approximately normal [40, 41, 5].

The mean of normal distribution is also its median and mode, while o2 is the variance
of it, i.e. how dens the values of the distribution around its mean.
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Normal and GEV distributions

n =100,000
Normal distribution GEV distribution
0.4- : : . : :
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Figure 3.1.: Normal distribution and GEV distribution and their parameters. Green
line represents the upper significant 0.05, red is the lower in both plots, and
yellow line indicates the mean(normal distribution) or location (GEV). As
GEV is right tailed the value of skewness is positive.

Z-score

Standard scores (z-scores) are the score of the deviation from the mean measured in
standard deviation units (3.4). Z-scores are very important in a sense of comparing the
distributions [40, 41]. Additionally, The distribution of z-score is always normal X(0, 1).

(3.4)

where X is the value of which the z-score will be computed.

3.3.2. Extreme value distribution (EVD)

Extreme value distribution or the extreme value theorem describes the cases of extreme
events like an extreme earth quick or flood.

EVD has three types : Gumbel distribution, Fréchet distribution, and Weibull distribu-
tion; each describes a different case.

Generalized extreme value distribution (GEV) is the general form of the three EVD
types which is given by (3.5)[42].

-

x
where ¢, 0 are shape and scale of the distribution, and z = Tn, 7 is the location.

-1

exp(—(1462) 7 )(1+52) 75 ¢ #0

exp(—z — exp(—=2)) ¢=0 (3:5)

= =

Likewise, GEV (p(n, d,<)) has several properties, which is famous with such as its rec-
ognizable tail (Fig. 3.1), and the widely usage in finance, economics, etc.
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Gumbel distribution

Gumbel distribution is used to model the extreme of samples despite the type of the
underlying distributions [5]. It is possible that the maximum of a normal distributed
sample can be modeled as Gumbel distribution as well [43], as the maximum of normal
distribution and other types of distributions converges to Gumbel distribution.

Gumbel is usually skewed to the left and its probability density function depends on
scale and location only (3.6)[42, 43]:

1

f@) =5 exp(—z = exp(—)) (3.6)

the mean p of Gumbel distribution and its standard deviation ¢ can be computed via
(3.7) [5]:

p=mn+0
om (3.7)

o=
V6
where v is Euler-constant = 0.5772156649015328606.

3.3.3. Empirical p-value distribution (EMP)

The empirical distribution is the distribution of the empirical p-values, which is the ratio
of a chosen value to the total number of the set [40, 5].

The empirical p.value is an established approach for describing the data without assump-
tion. Hence, the distribution of empirical p.values can address any random variables and
therefore through EMP one can make assumptions on the data even if the assumptions
were statistically independent, e.g. assuming that a sequence is significantly low ex-
pressed, and it has regions with uncorrelated structures.

3.4. Definitions

Type | and Type Il errors

Accepting the null hypothesis Hy or rejecting it, is not a trivial decision and not error
free. There are two types of error can be made namely the type I and type II.

If Hy was rejected when it should be accepted, then the type I error has been made;
if Hy was accepted when it should be rejected, then the second type has been made.
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Either accepting or rejecting the Hy the probability of making one of these types should
be minimized, however, there is no way to escape one of them without falling in the
other [40].

Although the probability of making errors always exist, one can limit it by increasing the
sample size. In this work, the total amount of sequences is over 21,000, which increases
the chances of making a good decision.

Significance levels («)

The definition of a significance level («) is the maximum probability at which, type I
error might be made, i.e. rejecting the Hy at point x knowing that there is a probability
a the Hy should be accepted [40].

There are six standard levels of significance for one-tailed test [41] namely:
0.10,0.05,0.025,0.01,0.005,0.0005. 1t makes a difference choosing the levels of signifi-
cance for one or two tailed test, as for two-tailed test the levels of significance would be
0.20,0.10,0.05,0.02,0.01,0.001 .

In this work the decision was made for the upper/right one-tailed test R, and lower/left
L, hence any distribution has left and right tail despite the inequality between them.

To determine the significant of x at « the decision was made via x can be either significant
(maximally (3.8), minimally (3.9)), or not significant; so the null hypothesis states the
position of value x (p,) in a sequence is significant with probability=1.

1 >R,
Prip,] = 3.8
o {0 o, (35)
1 L
Prip) =4 TSt (3.9)
0 =z>1L,

Law of large numbers

This law was first proved by the Swiss mathematician James Bernoulli in 1713, how-
ever, it was first propossed by the Italian mathematician Gerolamo Cardano in 15xx.
According to this theorem the average of sampling the data for large number of trials is
close to the expected value [44, 5].
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Figure 3.2.: Lower-right the original feature with n = 4091409, location = 0.03223, scale
= 0.02492, and shape = 0.39164. A visual example of the concept of law
of large number, where a random sample doesn’t differ much from the ac-
tual/expected distribution.

The expected value of a variable X is defined as the sum over its value (x;) time its
probability (pr[z;]) (3.10)[40]. Law of large numbers accordingly can be written as
in (3.11), and X — E[X].

E[X] = Zpr[a:z]xl (3.10)

X =

S|

zn:xi (3.11)

In Fig. 3.2 random samples each of different size, were taken from one of the features
generated in this work (AU_content-wl100-5UTR), and the overall distribution of the
whole feature. The largest sample is about 30% of the feature total size, however, the
parameters of the distribution do not differ much; the same can be said for the smallest
sample (less than 1%).

Sum of independent variables

This method addresses the problem of summing up independent sets and the result of
that sum. If X and Y are two independent distributions of the same type, then X+Y
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is also a distribution from the same type. This method been applied and proved for
different data types either discrete or continuous [44, 5] and with different cases.

Proving this theory was done on many levels, such as geometrically, distributions func-
tions comparison or distributions parameters comparison [44], while in [5] the theorem
was given and proven only for the case of normal distribution.

3.5. Statistical tests

3.5.1. Kolmogorov-Smirnov test (KS)

Kolmogorov-Smirnov test is a nonparametric test, that can be applied to almost all
known distributions, such as normal distribution, extreme value distribution, gamma
distribution, etc. Nonparametric tests don’t require pre knowledge of the data, or any
additional parameters, and this is one of the main reasons for using KS-test here.

There are two types of KS-test, the two-samples KS test, and the one sample KS test;
both are applied in this work. In general, KS test reports the statistical maximum
difference (D) between the given parameters, and a p-value [40, 45, 46]'.

The two-samples KS tests whether an independent unknown sample x is equal to an
independent known sample y, in a sense they have the same type of distribution. This
is computed by comparing the accumulative distribution functions of both samples and
then measuring the maximal difference between them. Hence, the smaller D is, the
better the chance is, both distributions are identical.

In case of one-sample test the result of the test D is compared to the alpha level a (level
of significance), if (D > «) then the null hypothesis is rejected.

3.5.2. Wilcoxon-Rank-Sum test

Wilcoxon-Rank-Sum test or Mann-Whitney is a nonparametric test for two independent
samples n1,no; the null hypothesis of the test Hy is the expected value of ny,ny equal
to each other 1, = 1y despite their statistical origin [47, 40].

Wilcoxon tests the two samples (ny,ny) by ranking their values (R, Ry) which might
influence the final result of the test, as some of the values can be identical (ties) or
equal to zero. These two cases make computing p-values for wilcoxon more complicated.
Solving the zero values problem is usually done by excluding them. The final decision

Hnternet is full with resources!
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is computed as U = min(Uy,Us) (3.12), and (3.13) [47, 40]; the smaller U is, the more
likely to reject Hy and accept the alternative hypothesis instead.

To overcome the ties, some software use the standard method (summing the ranks up),
while some others used the approximate method.

R uses the approximation method, which mean these sum of ranks will be converted to
z-score and the p-value will be seek from normal distribution.

1

U1 —nl.ng—l—%—]ﬁ (312)
1

Uy = ny.ny + % R, (3.13)

3.6. R - tools and methods

This work is based on statistical analyzes, therefore R is used especially for its ability
in handling large data set in remarkable time.

R is a statistical computing and graphics environment and was developed to handle the
data and visually producing it. Plus being statistical tool R can be easily extended
to serve other purposes like geometric problems or serving supplementary programs
(Matlab, Mathematica), this extension is done by adding new packages [48, 49].

In this work, the following packages/libraries and the functions were used:

1. library evd: this library has the required functions for the generalized extreme
value distribution (GEV)

a) fgev: fitting the generalized extreme value distribution using maximum-
likelihood estimation (MLE). MLE is very robust, efficient, and is modeled
basically for non-linear regression. Such accuracy, however, relays on maxi-
mizing the likelihood function which has in return some conditions such as the
shape of log-likelihood function should be convex [50]. Practically to speak,
once the shape of the estimated parameter is less than -0.5, R fails to fit the
given sample to GEV.

b) rgev: creates a random GEV according to the given parameters!.

!The help of R can provide more details on the default parameters.

23



Chapter 3. Scientific background

c¢) qgev: finds the quantile function [5] for the given value (z,). If the parameter
lower.tail was given the value False, then the function should find the
closest actual value on the distribution (z4) that is above the given value
xq > p, otherwise, the returned value is 4 < z,, i.e. upper threshold or
lower threshold.

2. library stats:

a) rnorm: creates a random normal distribution according to the given param-
eters. Default parameters are p =0, sd=1.

b) gnorm: same as qgev but for normal distribution.

c) quantile: a generic function implemented in R, and computes the quantile
function using nine different methods categorized into two catogeries: discon-
tinuous sample quantile (type 1-3), and continuous sample quantile (type 4-9).
Although R’default type is 4, and the recommended type from Hyndman and
Fan [51] is 8, the type chosen in this work is 1.

d) ks.test: Kolmogorov-Smirnov test.
e) wilcox.test: Wilcoxon-Rank-Sum test.
3. library timeDate:

a) skewness: to computes the skewness of the distribution, and accordingly if
the result was positive, then the distribution is right-tailed one or the other
way around. This information is important for non normal distributions for
the fact that every distribution has two tails, but which one is bigger.

4. library ggplot2: this library combines the strengths of base and lattice graphics
and tries to avoid the weaknesses of them [52]. In this work, ggplot2 failed to
create multiple-layers plots for large input (each file has number of entries which
consist of 7 digits on average), but this problem was solved (see Chap. 4).

5. other R functions:

a) sample: an implemented function in R which takes random samples from a
given sample, however, the only mathematical detail given about randomness
mechanism, is the probability of choosing the elements in case of no replication
is proportional to the weight of the rest items.

b) mean,sd, summary, sum,max,min

24



CHAPTER 4

Methods

In this chapter, the methods are described of how the local features of RNA sequences
were generated, how the statistical background model (BGM) was computed based on
features probability distributions. The BGM provides information on the different sig-
nificance cutoffs for each data set. Thus the significant feature values of individual
sequences were determined.

Afterwards, two types of comparison were done: 1) a comparison of the original feature
distributions, and 2) the same comparison based on the ratio of significance values per
sequences.

The first comparison aims to compare the whole space, and the second comparison
determines whether two data sets have the same number of the significant regions.

The following steps were followed to make this investigation:

1. data sets: human lincRNA were compared to mRNA and shuffled-lincRNA se-
quences.

2. features: RNA nucleotide content and RNA secondary structure were the gener-
ated features. Via these features the data sets were compared. All features were
window-based, i.e. this work focused only in RNA local features.

3. background model (BGM): the statistical model automatically determines the
significance thresholds of each feature for different RNA sets. This model is capa-
ble of determining the suitable distribution of each feature, which make the two
comparisons reliable. The BGM consists of the following parts:
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a) distribution determination

b) distribution fitting

c¢) goodness of the fitting

)
)
)
d) significance levels

4. significance ratios: the significance ratios represent the overall significant posi-
tions per sequence, this is computed based on the BGM for the whole set.

5. visualization: visualizing the raw data of single features and different combina-
tions of features. In this phase the huge amount of data is reduced to focus into
regions of interest. Additionally, binary plots are produced which highlight the
significance of each position in a sequence.

4.1. Data sets

The sequences used for Background Model (BGM) are mRNA which were downloaded
from http://genome.ucsc.edu/. Later, the criteria of excluding and keeping which of
them are explained in two different sections (Sec. 4.1.3, 4.2.3).

4.1.1. mRNA

All human mRNA were taken from Refseq Genes -hgl9, and each sequence must have
the three regions: coding region and untranslated regions (Chap. 2).

All together, the total number of mRNA sequences used in the following calculations
are 21844 (Sec. 4.1.3).

4.1.2. lincRNA

The lincRNA sequences were downloaded from http://ftp.ensembl.org/. Those se-
quences were filtered (see Sec. 4.1.3) so the overall number was reduced to 3021 se-
quences.

Considering that lincRNA set is a small one, applying the background model (BGM) will
not be much of gain in a sense of precision. Moreover, for making a reliable significance
comparison, the different cutoffs were obtained from the other BGMs computed in this
work namely: BGMsyrr, BGMyyrr, BGMcps, BG Mg fied—tincRN A-
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Table 4.1.: RNA features

RNA mono-nucleotide RNA di-nucleotide RNA secondary structure

Feature AC G U AC, AG, AU, GC, GU, UC MFE, MEA

4.1.3. Shuffled lincRNA

All lincRNAs were shuffled (~ 7x) using esl-shuffle. By this amount of shuffling, the
total sequence number for the shuffled background model BGMpyf fied—iincrn 4 1s almost
as much as the total sequence number of other BGMs { BG Msyyrr, BGM3yrr, BGMcps}.
This approach will provide the knowledge of the null model for lincRNA structure.

Data set filtering

The two sets mRNA and lincRNA were filtered as following:
1. repeated sequences are excluded from the main data set

2. sequences with no UTR regions or CDS are excluded as well. I.e. only sequences

with the form [5’"UTR - CDS -3'UTR] are considered.

3. sequences with high noise are excluded (4.1).

4.2. Feature generation

Because the generated features are local features, all the featured were categorized ac-
cording to their origin: the 5’UTR features, 3’'UTR features, and CDS features.

In Table 4.1 the features generated in this work are given. By applying the sliding-
window mechanism a value will be assigned to each position in each sequence. This
value represents the score of that window as will be seen next.

Despite the nature of the feature, the output of this phaseis f(S, P,V) | f € F{f1,..., fm},
where S is the sequence ID, P is the position, V is the value and m is the total feature
number.

The di-nucleotide contents CA,GA,UA,CG,CU are computed within the previous con-
tents, i.e. if CAs were found in a sequence, then their score will be included within AC
and so on.
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Figure 4.1.: An illustration represents how the compositions of an mRNA sequence been
computed, in which: red lines are the overlapping windows between different
regions, and the Stars are the window’s center.

4.2.1. RNA sequence compositions

This work analyses the following sequence contents: mono-nucleotide frequencies A,C, G, U,
di-nucleotide frequencies AC,AG,AU,GC,GU,UC, and N, Where N indicates any con-
tent © ¢ {A,C,G,U,T} (4.1), i.e. N indicates the noise in the sequence so that it is
possible to measure the quality of the sequences! (Sec. 4.2.3).

¢ {AC,G T U}

| si |

Z 25% | S; € S{Sl PN Sn} (41)

Where n is the total number of sequences.

In Figure 4.1 a sliding-window technic is applied on every sequence by shifting the
window one position at a time starting from first position p; till the end of the sequence

(S = {pl .. pn})

After choosing an arbitrary window length? the window slides over the sequence W =
{pi...pj} | 4,7 <n & pi,pj € P{p1...pn}, then the density of each content (e.g GC)
within the range of the window will be computed and assigned to the center of the
window (4.2)

SUGC...GCy) + (CG,...CG,)

o (4.2)

pu =

'In this step, the sequences were lacked from any noise in all positions, i.e. no sequences were deleted
for being lower than the allowed limit
2In this work | w |= 100.
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where (GCy...GCy), (CG,...CG,) are all the appearance of GC,CG respectivley in
that window; the next position will be pw ¢z, , where shft is the shifting size' (Ditshfts Djtshft)-

w
The first and last 3 positions in each sequence are masked, due to scoring the positions

of window’s center.

4.2.2. RNA local secondary structure
Minimum free energy (MFE)

The fact that RNALfold reports all overlapping structures, here only dominant ones are
kept that are located entirely in one region. Hence the structure with the minimum
energy is taking: P, = min{e;...e, }, where {e;..e,} are predicted structures energies,
and the position P; is involved in all these structures.

Additionally positions which are not involved in any structure are neglected (P; = 0).

Maximum expected accuracy (MEA)

RNAMotid spots different areas in the sequence, comparing to RNALfold results. lLe.
the overlapped predicted local secondary structures are similar in some regions and differ
in others to those predicted by RNALfold. Eventually, RNAMotid result is treated
the same way, so only high scores are taking among the overlapping structures. P, =
max{sci...sc, }, where {sc;..s¢,} are predicted local structures scores, and the position
P; is involved in all these structures.

Likewise positions with no scores are neglected, and structure in only ”one-region” is
kept.

4.2.3. Filtering of features

Putting it all together a filtering has been applied on many levels ; as a matter of course
it is a decision of the user which features to generate and how to handle its results.
Filtering the features was conquered by some/all of next filters:

1. when computing any feature, the length of the sequence should be no smaller than
the parameters specified for that feature (e.g. L in RNALfold).

2. computing RNA sequence compositions, the overlapping windows among regions
are neglected.

n this work shft = 1.
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Figure 4.2.: A diagram of BGM where the different phases are shown.

3. computing RNA (Lfold-Motid), the positions with no values are neglected.
4. only human - lincRNA sequences are investigated!

The sequences used for BGMs (3’,5" UTRS and CDS), were filtered by all mentioned
filters except the last one; lincRNA features were filtered by (1,3,4).

4.3. Background model (BGM)

The background model is a statistical computation model for features analysis. BGM
determines the threshold of different features based on their probability distributions.

Such ability of determination makes it possible to identify the regions in a sequence,
which have significant scores. Moreover, it allows to analyze different features from
different origins searching for a significant pattern they might share.

It can also be seen the other way around, by being able to decide if the sequence statisti-
cally have certain information, based on the threshold the background model computed.
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4.3.1. Distribution determination

The main idea of BGM is distinguishing between significant sequences and non significant
ones. Therefore, BGM should be able to determine the most suitable distribution to each
feature, but this determination requires some level of knowledge, which distribution is
more likely the data tend to form. Holding such knowledge is not that trivial as it
sounds.

An additional property of BGM its flexibility, i.e. the model was designed in a way, such
that more distributions can easily included, as will be shown later.

Finally, feature F' will be described as normally distributed, if normal distribution fitting
was better than GEV or EMP to the distribution it forms. With the help of Kolmogorov-
Smirnov test for two-samples, such decision can be made based on the result of the test
D, the maximum statistical difference. In Figures 4.2 the main steps to compute BGM
of data sets are highlighted.

Parameters of the distribution

To address the behavior of every feature F(S, P, V'), the values of sequences positions
will be examen. First the values will be assumed to be normal distributed, then the
mean and the standard deviation of these values will be computed. Second the values
will be assumed to be Generalized extreme value distributed (Sec. 3.3), then location,
scale and shape will be computed (Fig. 4.2.1).

Kolmogorov- Smirnov two samples test

Based on the parameters computed from the previous step, two independent samples are
generated (Y,orm, Zgev (Fig. 4.2.2)). In Fig. 4.2.3 these two samples are tested against
the original values X using KS test.

The two statistical differences (Dyormal, Dgey) coming from testing original data set X
against a surely normal sample Y, and testing original data set X against a surely gev
sample Z will be compared (Fig. 4.2.4), the smaller one indicates that X is more similar
to this sample than it is to the other one.

Due to this simple mechanism, it is easy to extend the BGM and introduce new distri-
butions to it, as long as the same concept is followed.
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4.3.2. Distribution fitting

Fitting each features distribution means finding the corresponding parameters of the dis-
tribution, which found to be the best representing this feature. Additionally computing
the threshold of the features at different significance levels.

The parameters of normal distribution are : mean, and standard deviation; in this model
the corresponding z-score for each significance level is computed as well (Fig. 4.2.5).
GEV has different set of parameters: location, scale, and shape. Knowing that the tail
of GEV is its fingerprint, the tail is indicated with letter r,l for right tailed GEV, left
tailed GEV respectively.

Once the decision was made, which distribution the values tend to form, computing its
threshold is quite straight forward.

Since every distribution has two tails despite their equivalence, the model computes both
tails for the three mentioned distributions.

fgev and GEV

Previously, fgev fails to fit the sample to GEV if the estimated shape was less than —0.5
(Sec. 3.6). This was handled in the BGM in a yes-no manner, i.e. if the function fails
then the BGM assumes this sample is definitely not a GEV, and fits it directly to normal
distribution.

The results (Sec. 6), however, showed that this is not always the case, and fgev fails to
fit GEV although that the sample is a definite GEV, as the case of MFE distributions
for different data sets for instance (Fig. 6.3).

4.3.3. Significance levels

The background model computes one tail at a time, since both tails are important, i.e.
there will be twelve entries representing lower and upper features thresholds.

4.3.4. Goodness of the fitting

Due to the fact that features are fitted to pre-chosen distributions, an additional test
must be applied, to check the goodness of the fitting. For this purpose the one-sample
Kolmogorov-Smirnov test is used (Fig. 4.2.6). If (D > «) then the choice of the dis-
tribution was not good enough and the feature should be recomputed and fitted as an
EMP (Fig. 4.2.7), otherwise, the fitting was successful.
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4.3.5. Empirical p-value distribution fitting

This should be the failing state, therefore, it is highly recommended to lower the signif-
icance level (D > «) in (Fig. 4.2.6) so that a normal or a GEV decision is made rather
than entering this state!

The reason is, the original values are not well presented with the EMP. It is more like
returning back to the first step, where only probabilities of the values are in hand.

EMP is computed by ranking the values and the tides are treated insensitively, i.e. if a
certain value occurs in several positions, the first position to occur is the one with higher
rank, as the values are sorted ascending. The empirical p.value is given as following:

R,,

[sil--snl

emp-pr(v,] = 5

where v; is any value within feature f; | fi € F{f1... fm}, and R,, its associated rank.

4.3.6. Features configuration

After computing all features or after applying BGM, the result of each feature is stored
in one file. From these computed scores, it is now possible to spot significant sequences,
and regions.

Additionally the fitted distribution and goodness of that fitting is stored (Fig. 4.2.8).
At this point, three different BGMs for each region BGMsyrr, BGMsyrr, BGMecps
are generated.

4.4. Significance ratio

After computing the threshold of each feature F'(S, P, V'), every sequence s; will be tested
for significance with respect to each of the twelve significance levels. This is done with
every single feature and check each sequence with its configured background model.

. . . fx
Ratios of sequences at each significance level for every feature R are computed as
following;:

let T/; " be the threshold of feature f, at 0.1, [ is the left tail i.e. the lower threshold.

Given the set of features F = {f1... fn}

Given the set of sequences S = {s;...s,}, and the set of values of each sequence
Vi = Vs V) for feature f;.
L=|sl*|

i
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if (Ujl < T/

lo.1

):>k++|vj1'€{vf"...vzi

ik 0.1k

lo.1 T

For the right tail, the same rule is used except the values v;" should be larger than TTJ: k.

This step is repeated for every single feature, BGM was computed for, and is repeated
as well to all different data sets. At this point for any feature of lincRNA Fj;,.rnva, the
significance of its sequences will be tested according to the threshold of its match from
other data set Fsyrr, Fsurr, - - -

The results of this phase will be explained in section 4.6

4.5. Feature visualization

Another aim of this work is designing multi-layers plots, in which one can spot easily
the regions of interest.

Previously mentioned (see Sec. 3.6), the library ggplot2 within R can provide multi-
layers plots, however, with extreme large data sets it failed to initiate the layers of the
plots.

Taking into account some of the desired plots are intended to represent the data and
their BGM despite their size, and this must be visualized as such, or at least the plot
must be able to give an intuition how the data might look like. Thus a compromise is
needed and the data are going to be visualized, less precise however.

This was achieved by taking random subsets of the original data and estimating the
resulted distribution of each, so that the plot is the estimated distribution and not the
actual original data.

The drawback of this estimation is some of the cutoffs computed by the BGM might not
visualized.

The mathematical ground of this estimation is: law of large numbers and sum of inde-
pendent variables (see Sec. 3.4).

In case of samples with large size, in general the following steps are done:
1. find the total size of V. ~~ |V | € F(S,P, V).

2. based on | V | compute a subset size ss_size, which is not very small, and not
large. In general any number equal or more than 7 digits should be avoided.

3. generate random subsets (557 ...SSk) out of the original set V' € F(S, P,V) each
of size ss_size and unique S € F(S,P,V) .
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BGM ratios

SUTR ———| cDSBGM
o c |0
3UTR — 3,;:;,'? II‘ %%
Shuffled- Shuffled- 0]

lincRNA L—— | lincRNA
N
Level 1 Level 2

) ! @ O
@ i QO
% g%g

Figure 4.3.: The mechanism of comparing lincRNAs with other data sets. (A) the fea-
tures of lincRNA will be computed based on the four BGMs. (B) raw-data
comparison is done using KS two-samples test, and Wilcoxon test. (C) Sig-
nificance ratios of all sequences of all features from BGMs are determined,
and vary accordingly. (D) the significance of the sequences comparison.
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4. According to BGM, find the fitting parameters of all subsets (prm;(SSy) ... prm;(SSk)),
i.e. if F' was GEV distributed according to BGM, then (prm;(SS1) ... prm;(SSk))
are the location, scale and shape.

5. Find the average of these parameters:
prm;(SSy. ) = % Zf prm;(SSy) ... prm;(SSk)
Estimated_prmp = : : : (4.3)
prm;(SSi.k) = 1 Zf prm;(SSy)...prm;(SSk)

6. Generate the estimated distribution, which should not greatly differ from the orig-
inal distribution: Estimatedpr = distrb(ss_size,prm;(SSy)...prm;(SSk))

4.6. Evaluation

In this part the two types of comparison is applied (Fig. 4.3). For comparing the
raw data, both tests KS and Wilcoxon are applied. We are interested in the minimum
statistical difference KS computes, and the maximum of U wilcoxon computes (see Sec.
3.5). For both tests, however, the maximum p-value is taken.

The raw-data comparison was applied for 100 round, and after this comparison, it should
be possible to tell, how similar the features of lincRNAs to other data set are.
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The significance test is done by comparing the ratios of significance from lincRNAs
against their counterparts in other data set, which the significance of lincRNA were first
computed upon the BGM of that data set.

First, lincRNAs significance ratios are computed repeatedly one BGM a time for all
features (Fig. 4.3.A,4.3.C). Later, a random sample is taken from the BGM to compare
against lincRNAs, both samples have the same size (Fig. 4.3.D). Afterward, Wilcoxon-
test is applied (Fig. 4.3.D). Repeating this mechanism several times will benefit the re-
sults by being able to see the average similarity or difference, and checking how high/low
the probability of lincRNAs and other sequences can reach (Fig. 4.3).

In this phase the input is the previously mentioned five different data sets; each of these
sets has twelve features to be computed (contents compositions 10x, RNALfold predicted
structures 1x, RNAMotid predicted structures 1x).

4.6.1. Verification of the results

In both comparisons the law of large number (see Sec. 3.5) was applied, while the
combination of this law and sum of independent variables was only used to visualize
the data.

Due to the limitations the fitting function suffer from, the data were considered as normal
distributed or even EMP distributed, because fgev failed to compute the corresponding
parameters to GEV. Another possibility to handle these features is to apply both laws
while fitting them (Sec. 3.6) in the same manner they were visualized (Sec. 4.5).

Following this approach on one hand, will make the computed parameters and fits less
sensitive, as they are estimated, on the other hand, the fitting can be balanced again,
and the choice to made is back to consider GEV.
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Implementation

This automatic analyzation is done through the following programs. The analyzation
is applicable for any data set, and the background model can be computed to any data
set. One important thing to note is some of these programs are designed especially for
the purpose of analyzing mRNA. In Fig. 5.1, the main steps are illustrated.

5.1. Programs

The language used to implement the following programs is perl, and the statistical tests
within these programs are in R.

5.1.1. Features generation

The following programs generate the different features including the different regions of
mRNA.

Sequences_UTRCDS _classifier

The task of this script is to find the borders of the different regions (UTRs,CDS) of each
sequence. The format of the output file in Tab. 5.1
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Figure 5.1.: 1- Filtering the sequences, 2- Generating the features 3- Filtering the gener-
ated features, 4- Computing the BGM for every feature, 5-6 Comparing the
features twice: First,the raw data with pre-assumption of their distribution
identity(KS) and without pre-assumption (Wilcoxon). Second, comparing
the significant ratios of the sequences. & Visualization can be done in any
of these steps.

Table 5.1.: Sequences_ UTRCDS classifier Output files

File name Columns
sequencelD Type SPosition
1D, CDS 113

my_fasta_UTRCDS.tab ID, 3UTR 4538

Number of neglected sequences

my_fasta_uncomputed_sequences.tab and list of their TDs
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sequence_content_raw _feature_generation

This script computes the compositions for different sequences despite their nature; i.e.
the overlapping between different regions is not considered and must later taken care of
in case of such need.

Features_UTRCDS _classifier

This script trims the scores of the windows,so that the overlapping contents over the
CDS (5.2) and UTRs (5.1) are deleted. This is done by keeping the scores of the windows
which are entirely in one region.

5'UT R_Position = (Position + Window_size/2) < CDS _starting_border

5.1
3'UT R_Position = (Position — Window_size/2) > 3'UT R _starting_border (5.1)

CDS_Position = CDS _starting_border < (Position — Window_size/2)

and (Position + Window_size/2) < 3'UT R_starting_border

RNA secondary structure

sequence_RNALfold_generation (MFE) and sequence RNAMotid_generation (MEA) can
detect mRNA sequences !, therefore there will be an output for each.

RNAshuffle

The output will be the number of shuffled fasta files (the shuffled sequences are saved
separately). The naming scheme in each shuffled file will pass the filters.

5.1.2. Features visualization

As the name indicates, the program is intended to visualize the features, and to provide
a variety of plots. There are four categories: (A) sequences and their features, (B) a
combination of sequences and their features and the corresponding distribution, (C) the
fitted distribution computed by the background model for the features, and finally (D)
binary plots of the significance of the sequence. Further details on using it can be found
in its help.

I my_fasta. UTRCDS.tab exists
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5.1.3. Background model (BGM)
BGM configures features!

Fig. 4.2 gives an idea how BGM is structured. The program is well commented and the
task of each function is declared. There are as well parts of the programs are commented,
where might be important to extend it or to read.

It is very important to mention that BGM always stores its results in a file called
Features_configuration_file.tab.

In every run BGM checks the existence of its Features_configuration_file.tab, if there
is an existing one, then it checks for other features than those stored in this file. BGM
announces every time which features are going to be configured or no features to be
configured at all.

BGM does not distinguish between files, as long as they are in the format {< Sequencel D >,
< Position >, < Value >}, therefor, if it is important to classify the features before
using BGM.

Input: input directory where the features are stored and BGM will be saved {-d}.
Output: always one single file Features_configuration_file.tab contains all features
found to be configured in the given directory.

Introducing a new distribution to BGM

Adding a new distribution to the BGM is way too easy! Start with creating R file!, in
which you run KS test and follow the instructions in the BGM program (1,1.A,1.B,1.C).

For visualization, you might want to add your distribution there as well, hints are in
there too.

5.1.4. Sequence significance analysis
Significance_Ratio_compute

Identity of the given feature and the one configured in BGM is required.

Significance_Ratio_compute_lincRNA

Unlike the previous program, here the features can belong to different data sets the BGM
was computed from. For the fact that this program was used to compare the significance
of lincRNAs with mRNAs, it has been given the same name but with lincRNA ”footer”.

I Checking normtest.R and gevtest.R is recommended!
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Table 5.2.: Wilcoxon test output

Round bgmFtr rSig0.1 . 1Sig0.0005
1 Sequences_... (W, PValue,g1) ... (W o5 P.Valuepoos)
-itr Sequences_... (Wi, P.Value,g) ... (Wi, P.Valueggos)
* W*
Average Sequences._. .. &= 0l o > 10.0005
—utr —utr

Wilcoxon_Ratio

Previously mentioned, in this work the four BGMs (5’'UTR BGM, CDS BGM, 3’'UTR
BGM, shuffled_lincRNA BGM) are computed from sequences which are at least three
times more than lincRNAs. Hence, the program applies the law of large numbers to
compare the data sets, therefore it is important to keep the origin of the data in mind
and chose the parameters of the program accordingly.

Moreover, knowing the procedure Wilcoxon follows to compute the p-value (see Sec.
3.5), the program will produce warning messages considering the ties.

Input: sequences ratios file from small sample, sequences ratios file from large sample,
and number of times the significance ratios between two files should be tested {-ff,-bgm,-
itr}.

Owutput: one file as in Tab. 5.2,

e.g. Wilcoxon_test_Sequences_Ratio_Sig_fold L100_my_fasta.tab.

5.1.5. Supplementary programs
mypackage.pm

A package used in almost every program, contains following subs:
e read_fasta_file : returns a hash (key: SequencelD, value: Sequence)
e seq_check : replaces x ¢ [ACGTU] to n, and T to U
e one_line_fasta : whole sequence in one line

e check_length : checks the given sequence is at least equal to the given length
parameter (L for RNALfold)

e check_n : returns a hash with sequences have noise maximally as much as the given
percentage

e dupl_del : overwrites the given fasta and delete all duplicated sequences; deleted
sequences’IDs are stored in *_uncomputed_sequences
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normtest.R

In this R script the Kolmogorov-Smirnov test for normality is done.:

Passed parameters: feature file. Returned parameters: 1) D 2) p.value 3) mean
4) standard deviation

gevtest.R

In this R script, the Kolmogorov-Smirnov test for generalized extreme value distribution
is done using the package evd (see Sec. 3.6).

Passed parameters: feature file. Returned parameters: 1) D 2) p.value 3) location
4) scale 5) shape

Ftr_Vis_help.tab

This is the help, visualization program requires, both should be in the same directory.

5.2. Technical notations

This section draws the attention to some details while running the programs.

5.2.1. Features generation

This phase requires fasta file, which contains the sequences of interest. Within every
program in this phase the method ” dupl_del” is called from ” mypackage.pm”, which in
return overwrites the the input file and keeps in it the unique sequences only.

Before overwriting the file, a backup copy is created, carrying the same original name
but with ”_Backupcopy” ending.

After overwriting a file with the same original name but with ” *_uncomputed_sequences”
ending is also created. In this file, all IDs of replicated sequences are listed, beside some
information about total amount of sequences before and after...

Later on when applying additional filters all sequences which fail the test will be added
to 7 *_Backupcopy”. Once all the filtering is done, the final total number of sequences to
be computed will be at the end of this file.
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mRNA borders and features

If the fasta file contains mRNA sequences, and the different regions are needed then the
first program to run is ” Sequences. UTRCDS _classifer.pl”. This step is very essential for
the rest of programs (RNALfold, RNAMotid, content compositions), as the output file
"_UTRCDS.tab” is basic of later computations for the different features.

Once this file was generated the order of generating the features is not critical. However,
as "_UTRCDS.tab” checks for duplicated sequences, this filter should be skipped from
all features generating programs.” one_line_fasta” which is called from mypackage.pm is
an additional filter to be skipped, as it is included as well.

If the sequences were lincRNAs as in our work, then ”_UTRCDS.tab” is useless; in
this case these two filters should me kept in one of the features generating programs
which will be the first to run, and removed from the rest. On the other hand, keeping
" one_line_fasta” will slow the program but has no side effects!

As our works includes lincRNAs, then there are two possibilities to handle these features:

e mRNA sequences: apply ” Features.UTRCDS classifier.pl” to compute contents
over the different regions of mRNA. Later, generate more features (format of out-
put files should be always the same), or go to the next phase.

e lincRNA sequences: generate more features (format of output files should be
always the same), or go to the next phase.

RNAMotid and RNALfold

Both " sequence_RNAMotid_generation.pl and sequence_RNALfold_generation.pl”
have filtering schemes that match the nature of the programs to be called (L,mx,mn).
However, the results of these filters are not printed on the screen, but they are listed in
the file ” *_ uncomputed_sequences” .

In this work we sat the value of L,W, and mx all to 100, therefore, the total number of
sequences was always the same, which what intended.

RNA shuffle

There are two points to pay attention to when applying ” RNAshulle.pl”: its input file
should be already filtered, i.e. this program doesn’t apply any filtering scheme.

After shuffling the sequences, the output is several files, so an additional two line script
is needed to combine these files!

The reason behind not combining these files immediately was to be able to check their
randomness.
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5.2.2. Background model (BGM)

Running ” Features_BGM_Configuration.pl” requires the directory, in which the features
are saved. Computing the BGM will cover all the features in that directory despite what
they represent and will produce only one file with always the same name. The BGM
requires time to go through all the tests and computations, therefore it is a good idea
to split the features at the beginning.

5.3. How to get it work!

This work consists of three phases: generating ncRNAs features, computing BGM for
each feature, and for using BGM with different ncRNAs. In Appendix B ”Implementation-
details” a brief example was given, with the expected output of the programs if no errors
occur!

5.4. Typical errors

Listing the files with their full paths as an input (some programs accept list of files,
e.g. Features.UTRCDS. classifier.pl) should be ”"~” free as those paths will not be
interpreted.

Before starting, the following R libraries must exist: timeDate, evd, ggplot2, stats.

The programs should be in one directory, or at least the supplementary programs should
always be in the same directory (mypackage.pm,normtest.R,gevtest.R) with their callers.

The required parameters should always be given as described with each program, as the
program checks only for a valid complete input and not the quality of it, besides the bug
detection is very general, so the input might suffer from several incomplete parameters
but the error message does not mention any details.

Re-applying these programs to the filtered fasta file will remove all the sequences (in case
of mRNA), and will list them in ” *_ uncomputed_sequences” instead. When the programs
overwrite the file first time, the overwrite is done in upper case, and the different regions
are not recognizable any more.

The next time applying these programs to the already overwritten file, as the sequences
are now all in upper case, they will fail the first mRNA-filter (see Sec. 4.2.3).
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Results

After applying all the methods and tests needed, the results of comparing lincRNAs to
the different data sets will be interpreted. The table in raw-data comparison consists
of the average of testing different features of lincRNA compared to the four computed
BGMs and the statistical results (D,U) of Kolmogorov-Smirnov test (KS) and Wilcoxon-
Rank-Sum test (Wilx) respectively .

In significance- ratio comparison all significance levels were tested, however, only the
result of the right threshold 0.05 (upper) is shown.

6.1. Raw data comparison

Raw data have been compared with Ks and Wilx. Testing the data with KS was to
impose that the data are statistically similar, i.e. they have the same type of distribution,
which can give the permission to believe that they might share biological meaning as
well, and potentially have the same behavior (Fig.6.1).

Due to the fact, that Wilx does not make any assumption regarding the type of the
underlying distribution of both samples, whereas KS does, testing the samples with
both tests can benefit and confirm the final conclusion.

Figure 6.1 illustrates that the distributions of arbitrary features are identical between
original lincRNA sequences, shuffled-lincRNA and CDS (see Chap.7 for details). The
fact that the three independent data sets have the same type of underlying distribution
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Figure 6.1.: Qgplot of an arbitrary features MFE-MEA-GC. Blue plots are the com-
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Multiple Features
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Figure 6.2.: The GC distribution of lincRNA, Shuffled lincRNA and CDS generated by
the visualization program. All distributions of the same type, however, the
richness of GC of shuffled lincRNA is less than its counterparts in CDS and
lincRNA and so is its distribution shape.

has been shown by our BGM as well (see Appendix A) despite the difference in their
parameters. This difference was recognized by the KS and Wilx (Tab. 6.1).

The results of comparing features of lincRNA with features of both UTRs (Tab. 6.1) are
not determent as one would expect in a sense the p-value of both tests is zero. Whereas
comparing D to the significance levels, KS reports relatively large D for the three cate-
gories mono-nucleotide, di-nucleotide, and RNA secondary structure. Wilcoxon reports
in return large U (0 < U < ny.ny), implying the difference between the medians (see
Sec. 3.5).

Generally, testing lincRNAs against 3’'UTR has better D,U, than testing it against
5"UTR except for the features AG,UC, and RNA SS-MEA.

The raw data of almost all lincRNAs show a reasonable similarity to the coding regions
in mRNA in comparison to the untranslated regions. The relatively small D and the
relatively large U indicate the possibility that lincRNA are more similar to CDS than the
UTRs (Tab. 6.1). This indication will be further investigated by applying significance
comparison, then comparing the significant regions in features with high probability (see
Sec. 6.2).

The results of comparing shuffled lincRNAs with the original sequences (Tab. 6.1) led to
completely different conclusion than what intended. For having better scores on mono-
nucleotide level than other features was expected, for the fact that the shuffling was
a mono-nucleotide, but having a better result for RNA SS was not expected. Shuffled
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Multiple Features

All Sequences distribution
fold_L100_lincRNA fold_L100_lincRNA_seq_Shuffle fold_L100_CDs_Humangenome
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Figure 6.3.: The MFE distribution of lincRNA, Shuffled_lincRNA and CDS generated
by the visualization program. An example of the failure case of fgev, how-
ever, the plot confirms the results of KS and Wilcoxon, as lincRNAs are
particularly much like CDS .

sequences on di-nucleotide level have even better scores than mono-nucleotide (according
to Wilx).

In Fig. 6.2, a visual comparison between the three data sets mRNA-CDS, lincRNA and
shuffled-lincRNA, in which type of distribution and some of its properties can be easily

detected. Moreover, those distributions have very asymptotic parameters (Tab. A.5,
A4, A2).

The proposed analysis tool BGM was able to fit the three distributions to GEV (Tab.
A2, A.4/A.5). Although that Fig. 6.3 is an example of a failure case of BGM, the plots
confirm the distributions identity of the three data sets.

The BGM configured MEA-CDS as a GEV, testing what kind of particular EVD! proved
that it is a Gumbel distribution (Sec. 3.3).

This means, it is possible to assume that the underlying distribution is a normal one and
compute its corresponding parameters (3.7). Hence, MEA-CDS could be R¥(0.35,0.05)
which does not contradict with neither the plots nor the tests.

!Testing MEA-CDS done via KS test against a random Gumbel sample that has the same fitted
parameter MEA-CDS
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Chapter 6. Results

Table 6.2.: P-values of Wilcoxon test at 0.05

’ Feature H 5UTR ‘ CDS ‘ 3’UTR ‘ Shuffled lincRNAs ‘
A 0 0.00013 | 0.00283 ~ 0
C ~ 0 0.68491 ~ 0 ~(
G ~ 0 0.75542 ~0 ~0
U 0 ~0 0 ~ 0

AC 0 ~0 ~ 0 ~ 0
AG ~ 0 ~ 0 ~ 0 0
AU 0 ~ 0 ~ 0 0.00087
GU ~ 0 0.68491 ~ 0 ~ 0
GC ~ 0 ~0 0 ~ 0
ucC 0 0 ~0 ~0
MFE ~0 ~0 ~0 ~ 0
MEA ~ 0 0.20146 | 0.00417 0.00012

6.2. Comparison of significance ratios

Previously, the significance ratios of lincRNAs were computed based on the four different
BGMs (5’'UTR, 3’'UTR, CDs, Shuffled lincRNAs). Using Wilcoxon, the significance ratio
of the sequences are tested.

In Tab.6.2 the p-values were approximated and most were abbreviated with ~ 0 as their
actual value is extremely small. On the other hand, there are p-values with exact zero
value, which indicates, that these sequences under any condition are not presentable
according to that BGMs (e.g. AU in 5’UTR).

6.3. Comparison of significant positions

The results imply that about 50% lincRNA features are significantly similar to their
counterparts in mRNA-CDS. In order to test the sensitivity of the cutoffs offered by
different BGMs, random lincRNA sequences were chosen, and visually their significant
identification were compared among the four BGMs. In this work, one sequence is shown.

In Fig.6.4 a random sequence from mRNA-CDS was chosen to test its significance ac-
cording to BGM¢gpgs. The total length of the sequence is 2207, the CDS starts at position
651 and ends at 1776; out of these 1125 positions only 256 found to be involved in sec-
ondary structure (according to RNAMotid), however, only the positions in /950 — 1050[
are significant at levels 0.1, 0.05.

'If the position found to be significant at position 0.025 for instance, it implies its significance at
0.1,0.05 as well.
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In Fig. 6.5, the four different BGMS could identify significant positions/regions for the
feature MEA (generated by RNAMotid). The BG Mg detects no significant positions
in the whole sequence ( see Appendix A for more details about GC-5’"UTR), while
BGMszyrr was the most sensitive one to this sequence and could identify significant
positions/regions up to 0.005'.

BGMcps and BG Mgpy, ffied—iincrn A agreed on their significance identification for almost
the whole sequence, however, BGMgpyf fied—1incrn 4 found positions in the region 400 are
more significant (up to 0.01).

The results of BGMs become even more interesting for other features, for instance GC
and MFE (Fig. A.9, A.10). Those plots show how different BGMs reflect the determi-
nation of the significance of lincRNA.

Positions around 400
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Binary plot — Right tail
ENST00000433656 — lincRNA

GC-BGM
BGM_CDS BGM_5UTR
010_ ....................................... 010_ .........................................
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Figure 6.5.: The significant positions of a random lincRNA sequence ENST00000433656
vary according to the cutoffs of different BGM. Upper left, BG M5yrr found
no significant regions in the sequence, BG Msyrr found many positions and
regions significant up to 0.005. Both BGMcps and BGMgpyf fied—tincRN A
identified almost the same positions to be significant.
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CHAPTER [/

Discussion

In this chapter the results will be discussed, and features with distinguishable results
will be interpreted in details.

At first glance, the results imply that the features of lincRNA are comparable to those
in mRNA coding regions and to their shuffled version, noting that those sequences were
mono-shuffled. Although that mono-nucleotide shuffling supposed to destroy the di-
nucleotide frequency, the results of the non-parametric tests showed that some different
di-nucleotide frequencies are still akin to the original sequences (e.g. GU). This kind
of shuffling plus other methods was also used to investigate the structure of microRNA
[53] , however, it was used with global structure and not local as the case in our work.

Moreover, comparing the significant positions/regions among different data sets, showed
that about 50% of lincRNA features tend to have higher probabilities in the coding
regions columns (Tab.6.2), i.e. lincRNAs, which have been configured by the BGM of
the mRNA-CDS, have higher probability than those configured by other BGMs.

In other words, UTRs are known for their conserved structures, but according to the
results, lincRNA are statistically very much CDS alike. We mean by statistically alike
is, despite that those are completely independent different data sets, they still share not
only the same type of distribution (Fig.6.1), but even the parameters of their distribution
are very similar (Tab.A.5, A.4, A.2). Although that this is not enough information and
does not enforce any biological meaning in particular [54], it could be a good start and
might imply further meaning.

We assumed that significance regions indicate biological meaning and strongly assumed
to have biological function. The other interpretation could be that these regions are
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Chapter 7. Discussion

on the contrast, and those extremely low probabilities of significance ratios between
shuffling lincRNA and original lincRNA might imply that original lincRNAs are not
structurally conserved after all. This implication can be proposed as well from comparing
shuffled lincRNAs against lincRNA and CDS. This comparison was also visually done
(Fig.6.2,6.3,6.1); for UTRs see (Fig.A.1)

In Tab.6.2 the probabilities varied from very low ones to very high ones. For instance
it is known that UTR are rich of G+C. Hence they are supposed to be more sensitive
to the Gs+Cs and the cutoffs taken from their distribution should be the most accurate
one among other regions or sets. Clearly, however, lincRNAs have high probability with
CDS again. This might support the previous assumption lincRNAs might not be rich of
G+C and that has a direct influence on their structure.

In this work, richness of a feature is defined as the set of raw values, each value represents
a window in the sequence, i.e. when richness of a feature is dropped, the maximum scores
are massively reduced, but the average is still maintained if the sample was large enough

(Law of large number); this is actually the main explenation for the behavior of
shuffled-lincRNA (Fig. A.5,A.7).

Interestingly, according to the fitting made by BGM (Tab.A.5, A4, A2, A1, A.3)
the associated distribution of 3’'UTR for feature GC is among all sets, the most similar
to lincRNA. This might explain the plot (Fig.6.5). The BGMsyrg could detect various
significant positions in individual sequences more than other BGMs, however, testing the
significance of lincRNA as a set ended up with very low probability (Wilx.p-value=0).
These results was confirmed by the raw data comparison, as 5’'UTR scores the worse
statistical values for feature GC, shuffled-lincRNA was the second worse which was not
a surprise for the type of shuffling; CDS and 3’UTR were the best of the worse.

Zooming in feature GC, showed that shuffling lincRNAs made the GC richness reduces
~ 20% from the total GC content!, although that all the sequences still contain GC, the
difference between the richness of lincRNA and shuffled-lincRNA was ~ 20%. Because
of that, the parameters of the distributions of shuffled-lincRNA differe from CDS and
original lincRNA.

The feature AG was the only feature of lincRNA that has the worst results with shuffled-
lincRNA according to both comparisons (Tab.6.2, 6.1). AG lost ~ 50% of its richness

after shuffling?, this is the main reason, the p-value of Wilx was exact 0 between all
other features of lincRNA (Fig. A.4).

This sequence of procedures (Fig.5.1) is not error free; one major problem the proposed
background model suffers from is its fitting function for the extreme value distribution
(Sec.3.6), this problem was solved using two approaches: 1) take an alternative distri-
bution instead 2) using Law of large numbers and sum of independent variables. The

!The raw values of the features for each set was tested, its density and the arthimetic range using R
functions.
2The same zooming was applied to AG.
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first approach was used with the BGM and hence some features were fitted to normal
distribution (Fig.6.3). While the second approach used with visualization the features,
for the library ggplot2 can not handle large amount of data (Sec.3.6).

Because of this problem (fitting problem), the BGM was forced to fit MFE to normal
distribution, this can be the reason why we could not see much difference in identification
of significant regions for those sets (Fig. A.10).

One can of course benefit from the two laws within the BGM while fitting the features
(Fig.5.1.4, 4.2.1), i.e. computing the estimated parameters instead of the real ones.

Considering that the puzzle of ncRNA is neither solved nor well understood "yet”, the
proposed approach in this thesis was intended to model different data sets besides mRNA
and lincRNA. The BGM was designed without any biological influence. Therefore, BGM
can be considered as an independent tool and valid to different sequences particularly
ncRNAs such as miRNA.
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CHAPTER 8

Conclusion

In this work we investigated lincRNAs and their features and collected evidences about
their possible structural nature with respect to known class of RNA namely mRNA.

We used statistics and nonparametric tests to categories the different regions and create
a statistical analyzing tool. Our tool (BGM) could successfully fit the data to the most
appropriate distribution and estimate its associated parameters.

Moreover, we highlighted the failure cases and proposed two different solutions for them.
Nevertheless, the results were validated using two independent different non-parametric
tests.

Afterward, the significant regions of the two RNA classes mRNA and lincRNA were
identified based on that proposed tool. The ability of identifying these regions might
ease the search for functioning regions in long sequences and short ones as well.

In this work, all the previous steps can be visualized, however, we showed only some
results-related plots.

Finally, this work investigated only human sequences. BGM can be efficiently used
among different species to find significant similarity or differences for its independence
(no biological influence) and flexibility (other distributions can be easily added). There-
fore BGM is capable of handling different data and biological sets, including the large
ones even for different purposes, e.g. with biomarker.
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APPENDIX A

Results-details

Features configuration - Background Model

After generating the features, the proposed analysis tool BGM has fitted the features to
one of the three distributions mentioned in section 3.3. The critical value o was lowered
to 0.1. The plots of some features are given as well.

Accordingly the features are best fitted to &(g; ... 0,), where £ is the distribution and
01 ... 0, 1ts parameters:

Table A.1.: BGM- Features configuration

5" untranslated regions

mono-nucleotide H RNA SS

| A C G U MFE MEA

Distribution | p(0.2,0.1,—0.1) | £(0.3,0.1,-0.2) | ©(0.3,0.1,-0.2) | ©(0.2,0.1,-0.1) | R(—34.8,13.5) | (0.3,0,—0.2)

| AC | AG | AU | ae | au | uc

|
|
|
|
‘ di-nucleotide
|
|

Distribution | ©(0.1,0,—0.1) | (0.1,0.1,-0.1) |  ©(0,0,0.4) | ©(0.1,0.1,-0.01) | ©(0.1,0,—0.1) | ©(0.1,0.1,—0.1)
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Table A.2.: BGM- Features configuration

‘ Coding regions ‘
‘ mono-nucleotide H RNA SS ‘
\ \ A \ C \ G \ U \ MFE \ MEA \
| Distribution | R(0.3,0.1) | ©(0.2,0.1,-0.1) | (0.2,0.1,—0.1) | R(0.2,0.1) | R(=29.2,9.6) | £(0.3,0,—0.2) |
| |
| |
| |

di-nucleotide

\ AC \ AG \ AU \ GC \ GU \ uc
Distribution | 0(0.1,0,—0.1) |~ R(0.2,0.1) | ©(0.1,0,-0.1) | (0.12,0,0.1) | p(0.1,0,-0.1) | £(0.1,0,-0.1)

Table A.3.: BGM- Features configuration

3’ untranslated regions

RNA SS
MFE |  MEA

|

mono-nucleotide ‘
|

N(—24.4,9.6) | 0(0.3,0,—0.1) |
|

|

|

|

|

| A | ¢ | & | v

| Distribution | X(0.3,0.1) | 0(0.2,0.1,—0.1) | $(0.2,0.1,-0.1) | R(0.3,0.1)
|
|
|

di-nucleotide

| AC | AG \ AU | GC | GU \ uC
Distribution | R(0.1,0) | ©(0.1,0,—0.1) | (0.1,0.1,=0.1) | ©(0,0,0.2) | (0.1,0,—0.1) | R(0.1,0.1)

Table A.4.: BGM- Features configuration

lincRNA shuffled sequences

| |
‘ mono-nucleotide | RNA SS ‘
\ A C \ G \ U | MFE | MEA |
| Distribution | X(0.3,0.1) | (0.2,0.1,—-0.1) | R(0.2,0.1) | R(0.3,0.1) | R(—26.3,7.6) | ®(0.3,0.04) |
‘ di-nucleotide ‘
\ | AC | AG \ AU \ GC \ GU \ uc \
| ) |

Distribution | ®(0.1,0) | ©(0.1,0,-0.1) | p(0.1,0.1,-0.2) | (0.1,0,-0.1) | p(0.1,0,—0.1) | $(0.1,0,—0.1)

Table A.5.: BGM- Features configuration

lincRNA
mono-nucleotide | RNA SS
\ A \ C \ G \ U | MFE | MEA
) | N(

di-nucleotide

\ AC \ AG \ AU \ GC \ GU | ucC
Distribution | (0.1,0,—-0.1) | $(0.1,0.1,—0.1) | p(0.1,0.1,—0.001) | ©(0.1,0,0.1) | ©(0.1,0,—0.1) | R(0.1,0.1)

| |
| |
| |
| Distribution | 8(0.3,0.04) | R(0.2,0.08) | ©(0.3,0.1,=0.2) | R(0.3,0.1) | R(—27.9,9.98) | R(0.3,0.05) |
| |
| |
| ) |
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Binary plot — Right tail
ENST00000433656 — lincRNA
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Figure A.9.: The significant positions of a random lincRNA sequence ENST00000433656.
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Binary plot — Right tail
ENST00000433656 — lincRNA
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Figure A.10.: The significant positions of a random lincRNA sequence
ENSTO00000433656.
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APPENDIX B

Implementation-details

This detailed example was done from small mRNA sample size (~ 2000 sequences),
hence, the results in this example are not the final results of the whole mRNA set.

Features generation

1. Input: Sequences UTRCDs_classifer.pl ~/mRNA/mRNAsequences

2. Input:sequence_content_raw_feature generation.pl -w 100 -o ~/mRNA/
-f ~/mRNA/mRNAsequences

3. Input: Features UTRCDs_ classifier.pl -w 100 -o ~/mRNA/contents/
-f ~/mRNA/contents/A_content_w100.tab
-utrcd ~/mRNA/mRNAsequences UTRCDs.tab

4. Input:
sequence RNAMotid generation.pl -mx 100 -mn 50 -o ~/mRNA/
-f ~/mRNA/mRNAsequences

5. lincRNA:sequence_content_raw_feature_generation.pl -w 100 -o ~/1incRNA/
-f ~/lincRNA/lincRNAsequences

6. lincRNA:
sequence RNAMotid_generation.pl -mx 100 -mn 50 -o ~/1lincRNA/
-f ~/1lincRNA/lincRNAsequences
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Background model BGM

1. Features_ BGM _Configuration.pl:
e Input: Features BGM_Configuration.pl -d ~/mRNA/contents/

e Output: See figure B.1.
If the one-sample KS test showed that some features are bad fitted, another
couple of lines will be written right after step (5).

The following feature(s) has(ve) high D value(s) [D cutoff = 0.05]:
1 - A_content_wl00_5UTR 0.0575091575

Compute the Empirical P-Value for A_content_wlOO_5UTR.tab
Prepare data to fitting

Saving empirical values of A_content_wl00_5UTR.tab

2. lincRNA:Features BGM_Configuration.pl -d ~/lincRNA/contents/

Sequence significance analysis

1. Input: Significance Ratio_compute.pl -d ~/mRNA/contents/
-0 ~/mRNA/contents/

2. lincRNA:Significance Ratio_compute.pl -d ~/lincRNA/contents/ -o ~/1lincRNA/conte

3. Input: Wilcoxon Ratio.pl -itr 5
-bgm ~/mRNA/contents/Sequence Ratio_A_content_100_5UTR.tab
-ff ~/lincRNA/contents/Sequence Ratio_A_content_100.tab
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Appendix B. Implementation-details

1- A content w100 5UTR.tab //
2 - A_content w100 CDs.tab
3 - A _content w100 3UTR.tab

Features_configuration_file.tab will be created 2

Testing A_content w100 5UTR.tab.. 3
Warning message:
In ks.test(x, vy, alternative = "two.sided") :

cannot compute correct p-values with ties

Warning messages:
1: In if (class(fit) == "try-error”) { :

the condition has length > 1 and only the first element will be used
2: In ks.test(x$Value, rgevdistr) :

cannot compute correct p-values with ties

GEV Fitting A_content_ w100 5UTR...
Saving A_content_ w100 5UTR's parameters... 4

Feature D Distr.type

1- A_content w100 5UTR 0.0575091575 GEV 53
2 - A _content wl00 3UTR 5.686219e-02 normal

3- A _content_ w100 CDs 4.617270e-02 normal

The features have no high D values [D cutoff = 0.05]
Creating and writing features into Features_configuration_file.tab
Emptmpfile.tab not found! 63

Features_configuration_file.tab is saved in ~/mRNA/contents/

Figure B.1.: A typical output of the BGM, in which all computations were done normally.
(1) A list of the files BGM found in the given directory and will check them.
(2) BGM searches for Features_configuration_file.tab in this case it did not
find an existing one so it gives a hint, that this file will be now created.
(3) Testing the first feature in the list. (4) The results of testing says that
this feature is going to be fitted to the best distribution, here it is a GEV
one. Between 3 and 4 are the normal R warnings! (5) The result of fitting
all features (step 5 in figure 4.2). (6) The Message Emp... not found!
occurs when no features were found to have bad fitting and will not be

EMP refitted. L.e. the previous decisions made in (5) are final.
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APPENDIX C

Abbreviation
“A-
A Adenine
-B-
BGM Background model
-C-
C Cytosine
CDS Coding regions
-D-
DNA Deoxyribonucleic acid
DP Dynamic programming
D Maximum statistical difference of KS
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Appendix C. Abbreviation

_E-

EVD Extreme value distribution
EMP Empirical p-value distribution
-G-

G guanine
GEV Generalized extreme value distribution
_H-

HOX HOX gene- determines basic structure of an organism
HOTAIR HOX antisense intergenic RNA
K-

KS Kolmogorov-Smirnov test
L-

IncRNA Long non-coding RNA
lincRNA Large intervening non-coding RNAs
-M-

miRNA microRNA - short ribonucleic acid
MRE miRNA response element
mRNA Messenger RNA
MFE Minimum free energy
MEA Maximum expected accuracy
MLE Maximum likelihood estimation
MCMP Maximum circular matching problem
-N-

ncRNA non-coding RNA
nt nucleitide
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Appendix C. Abbreviation

snoRNA
siRNA
SS

_T-
T
tRNA

Open reading frame

piwi-interacting RNA
Polycomb Repeessive Complex 2
Precursor messenger RNA

Ribonucleic acid

see SS
Ribosome RNA

small nucleolar RNA
small interfering RNA
Secondary structure

Thymine
Transfer RNA

Uracil

Untranslated region

Wilcoxon test

X-inactive specific transcript
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Declaration

Statement of authenticity

I hereby declare, that I am the sole author and composer of my Thesis and that no
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