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Abstract. In this paper, we propose a graph kernel whose feature
space is defined by combining pairs of features of an existing base graph
kernel. Furthermore, we propose a variation where the feature space is
adaptive with respect to the learning task at hand, allowing to learn a
representation suited to it. Experimental results on six real-world graph
datasets from different domains show that the proposed kernels are able to
get a consistent performance improvement over the considered base kernel,
and over previously defined feature combination methods in literature.

1 Introduction

When dealing with machine learning on structured data, kernel methods are
one of the most popular approaches. Unlike the majority of machine learning
techniques, their application to any type of data is painless as long as a kernel
function for such data is defined. Dealing with data represented as graphs is
challenging, since even the basic operations can be computationally expensive
(e.g. the graph isomorphism problem). Although several attempts have recently
been pursued towards the definition of deep neural networks or deep probabilis-
tic models for graph data (see [1, 2] and references therein), kernel methods for
graphs remain among the best performing approaches to use. The approach
that most graph kernels follow is to compare two graphs with respect to specific
types of local substructures they share. For efficiency reasons, those kernels tend
to use local compact features, e.g. small connected subgraphs. Recently, some
methods have been proposed to increase the expressiveness of local graph kernels,
by combining pairs of local features at the cost of an increased computational
complexity [3, 4]. These approaches consider only homogeneous features (i.e.
substructures that share some characteristics, e.g. the maximum shortest-path
distance between any two vertices) as members of the pairs, to reduce the com-
putational complexity of the kernel with respect to considering all the possible
pairs, but the final kernel expressiveness may be hurt by this choice. In this
paper, we define a kernel that, while allowing pairs of non-homogeneous features
from a base kernel, enforces constraints on admissible pairs, so to keep under
control the computational complexity of the kernel. In a nutshell, the idea is to
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associate to each node of a graph a subset of features from a base kernel. Then
pairs of nodes in a graph are considered and those that satisfy a given set of
topological constraints (on the shortest-path distance between vertices) are used
to generate new features obtained by the Cartesian product of the subsets of
features associated to the two nodes. The weight associated to each new pair of
features is obtained by multiplying the weights of the single constituent features.
In addition to that, we introduce a mechanism to define adaptive kernels, i.e.
kernels defined on the basis of a specific set of training graphs. Experimental
results on several datasets show the advantage of the proposed approach.

2 Background

We start providing some definitions and notation conventions. We consider a
graph as a triplet G = (V G, EG, λG(·)), in which V G is the set of nodes (or
vertices), EG ⊆ V G × V G is the edge set, and λG : V G → L is the node labeling
function that assigns a discrete label in L to each node in the graph. When
clear from the context, we omit the reference to G for ease of notation. Given
a vertex v, its d-neighborhood is defined as the set of nodes with shortest path
distance exactly equal to d from v, i.e. N d

v = {u|sp(v, u) = d} where sp(u, v)
is the function returning the length of the shortest path between two vertices u
and v in a graph. A kernel on X , the input space, is a symmetric positive semi-
definite function k : X × X → R computing a score (similarity) between pairs
of instances. Kernel functions compute the dot product between two objects in
a Reproducing Kernel Hilbert Space (RKHS), i.e.: k(x, y) = 〈φ(x), φ(y)〉 where
φ : X → H is a function mapping instances from X to the RKHS (or feature
space) H. Different kernels define different feature spaces.

2.1 Graph Kernels

In this section, we describe several graph kernels proposed in literature, in terms
of the graph substructures that they considers as features.
The Marginalized Graph Kernel (MGK) [5] considers as features all the possible
random walks in a graph, with a complexity of O(|V |3). The Shortest Path (SP)
Kernel associates a feature to each pair of node labels at a certain (unbounded)
shortest-path distance [6]. The complexity of the kernel is O(|V |4). The graphlet
kernel [7] considers all subgraphs up to a fixed number of nodes k, with complex-
ity O(|V |k). An efficient kernel based on tree patterns is the Weisfeiler-Lehman
(WL) Subtree Kernel that counts the number of identical subtree-walk patterns
obtained by breadth-first visits [3]. The complexity of the kernel is O(|E|h),
where h is the a-priori selected number of WL iterations, that corresponds to
the maximum depth of the considered patterns. A family of graph kernels based
on visits has been proposed in [8]. One of the most efficient and effective in-
stances of the framework (ODDST ) considers as features subtrees of the input
graph. The framework has been extended to consider graphs with continuous
attributes [9], that we leave as a future work. More recent frameworks for graph
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kernels addressing efficiency or efficacy have been proposed in [10, 11]. All the
kernels presented in this section, consider local substructures as features.

3 Related Works

One possible way to define more expressive feature spaces for graph kernels, is
to combine multiple local features, so to obtain more global ones. [12] proposes
to make the features of the random walk kernels more discriminative (thus to
increase the complexity of the features) substituting the original labels of input
graphs with the Morgan Index. [3] follows a similar idea, proposing to adopt
the Weisfeiler-Lehman (WL) kernel as a relabeling procedure, and the shortest
path kernel on the relabeled graphs. The features of the resulting WL-SP kernel
are pairs of WL labels (from the same WL iteration), that will match only if
the shortest paths that connect the associated nodes in the two graphs have the
same length. The WL-SP kernel shows a very high computational complexity
(mostly due to the SP kernel), with more than a year CPU time required for
the kernel matrix computation on some common benchmark datasets. NSPDK
kernel presented in [4], has been the first step towards the definition of efficient
graph kernels with complex structural features. The idea is to construct a feature
space where each feature is composed by a pair of subgraphs of the original graph,
at a maximum shortest-path distance d. However, for computational reasons,
the pairs of base features are constrained to be homogeneous, i.e. to share the
same radius (see original paper for more details).

4 Feature Space Composition Kernels

In a nutshell, we aim to design kernels whose features are pairs of a base kernel’s
features. Let us start defining the base kernel that we consider.
We consider the Weisfeiler-Lehman (WL) subtree kernel. Let us define j as
0 ≤ j ≤ h, and φWLj (v) as the vectorial representation of the set of features
(actually for WL it is just one feature) corresponding to tree patterns rooted in v
generated at iteration j. Let us define the WL graph node kernel as kWL

j (u, v) =

〈φWLj (v), φWLj (u)〉. We will adopt these definitions throughout the paper. It is
possible to show that both WL-SP and NSPDK can be defined as combinations
of the kWL

j node kernel. Both kernels consider just pairs of features generated
by the same value of j. In our proposal, we aim to alleviate this requirement.

Let us define as base kernel kWL(u, v) =
∑h

j=0 k
WL
j (u, v) and its correspond-

ing feature space φWL(v) =
∑h

j=0 φ
WL
j (v) for v ∈ V G, i.e. we consider all the

features generated by WL at different iterations up to h for the node v. We omit
the dependency from h for ease of notation. The 2-dimensional feature space of
our proposed Feature Space Composition kernel can be defined as:

φFSC(G) =
∑

v∈V G

(φWL(v)
D∑
i=0

∑
u∈N i

v

φWL(u)
ᵀ
). (1)
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In words, the kernel computes the similarity between two graphs by counting
the common pairwise features associated to nodes at the same distance (up to
a maximum distance D) in the two input graphs. We denote this kernel as
FSCWL(G1, G2) = 〈φFSC(G1), φFSC(G2)〉.
It is possible to show that FSCWL is strictly more expressive than NSPDK, fixed
the same value for the hyper-parameters, i.e. D = d. Consequently, it is also
more expressive than WL-SP given D is big enough (i.e. the maximum graph
diameter in the dataset).

Let us now slightly modify the kernel in eq.(1), considering the relevance of
each feature with respect to the target function, making the derived kernel adap-
tive with respect to the specific learning task. More in detail, let us consider a
binary classification task T and wWL be the weight vector associated to a clas-
sifier obtained by training an SVM using the vanilla WL kernel on the training
examples associated to T . Since an explicit representation of the feature space
is used, there will be a one to one correspondence between a feature f ∈ φWL

and the weight wf in wWL. This correspondence can then be exploited to select
a pair of features if and only if they support the same class, e.g.

φFSC
SVM

= A ◦
∑

v∈V G

(φWL(v)

D∑
i=0

∑
u∈N i

v

φWL(u)
ᵀ
), (2)

where ◦ indicates the Hadamard (element-wise) product, and A is defined as

A =
1

2
(sign(wWL)sign(wWL)ᵀ + 1),

where sign(x) returns the sign of x and is applied component-wise, 1 is the
matrix of all ones of suitable size. The kernel derived in this way can be made
computationally more efficient since it deals with less features. We denote this
kernel as FSCSVM

WL .
The computational complexity of the kernel in eq. (1) is O(|V |3) (details omitted
for lack of space). Note that this complexity is lower w.r.t WL-SP, that has
O(h|V |4) complexity due to the SP kernel computation. Finally, for the SVM
variant in eq. (2), it requires to train an SVM on the training data using the
base kernel, that is faster by definition.

5 Empirical Evaluation

We consider for our comparisons six real-world graph datasets representing
chemo and bioinformatics data: CAS, CPDB, AIDS, NCI1, NCI109 and GDD;
see [8] for a detailed description. As classifier, we adopt an SVM. We consider as
base kernels: the WL kernel [3], ODDST [8], the p-random walk kernel, that is a
kernel that compares random walks up to length p in two graphs (special case of
[5]), and the graphlet kernel [7] (restricted at k=3 according to [3] for efficiency
reasons). As for feature combination methods, we consider two kernels in litera-
ture, i.e. NSPDK [4] kernel and the Weisfeiler-Lehman Shortest-Paths (WL-SP)
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Table 1: Average accuracy ± standard deviation on six datasets of: five baseline
kernels, two kernels based on feature composition (NSPDK and WL-SP), and
the two proposed kernels FSCWL and FSCSVM

WL . *: kernels whose performance
difference with respect to the top-ranked kernel is statistically significant. **:
reported from [3].

Kernel CAS CPDB AIDS NCI1 GDD NCI109

p-random walk 70.16* 64.14* 73.55* - - -
±0.20 ±1.35 ±0.49 ±− ±− ±−

3-Graphlet 71.10* 67.36* 73.98* 69.68* 74.92* 68.07*
±0.48 ±0.96 ±0.65 ±0.52 ±1.40 ±0.31

ODDST 83.34 76.44* 81.51* 82.10* 75.27* 81.91*
±0.31 ±0.62 ±0.74 ±0.42 ±0.68 ±0.42

WL 83.32* 76.36* 82.02* 84.41* 75.46* 85.02*
±0.37 ±1.48 ±0.4 ±0.49 ±0.98 ±0.44

NSPDK 83.60 76.99* 82.71* 83.45* 74.09* 84.17*
±0.34 ±1.15 ±0.66 ±0.43 ±0.91 ±0.33

WL-SP∗∗ - - - 84.55 79.43 83.53

FSCWL 83.55 79.25 83.34* 85.08* 79.81* 84.90*
±0.20 ±0.75 ±0.25 ±0.25 ±0.40 ±0.42

FSCSVM
WL 83.63 79.41 83.55 86.18 80.77 86.17

±0.36 ±0.67 ±0.28 ±0.23 ±0.42 ±0.23

[3]. Finally, we consider our two proposed kernels FSCWL and FSCSVM
WL . We

report the average accuracy results, together with the standard deviations, of
10 different repetitions of a nested 10-fold cross-validation (CV) procedure. The
hyper-parameters of the various methods were tuned in the inner CVs in the
following ranges: the iteration parameter, h, of WL in {1, 2, . . . , 6}, the distances
D of FSC and d of NSPDK in {1, 2, . . . , 6}, the SVM C in {10−4, . . . , 104}. A
10×10 CV t-test with confidence level 95% (and 10 degrees of freedom) has been
executed between each pair of kernels on all datasets [13] (with the exception of
WL-SP kernel, which results are reported from [3]).

5.1 Results and Discussion

Table 1 reports the results of our evaluation. The kernels that consider pairs
of features (NSPDK and WL-SP) perform better in almost all cases compared
to the base WL kernel, with the exceptions of NSPDK on NCI1 and GDD,
and both NSPDK and WL-SP on NCI109. Considering the new proposals,
FSCWL performs better than both NSPDK and WL-SP in almost all cases.
This is consistent with our feature space analysis reported in Section 4. It
performs also almost always better than the base WL kernel, with the only
exception of the NCI109 dataset, where the performances of FSCWL and WL are
comparable. Let us now consider the FSCSVM

WL . This instance actually learns a
representation that is specific for the considered task. Recent trends in machine
learning show that this characteristic tends to be beneficial for the predictive
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performance. In fact, FSCSVM
WL is consistently the best performing method in

all the considered datasets. The reported improvements are in almost all cases
statistically significant compared to other kernels (the only exception being the
CAS dataset, where its improvements over ODDST and NSPDK are marginal).

6 Conclusions

In this paper, we propose a graph kernel whose feature space is constructed by
pairs of base kernel features satisfying predefined sets of constraints. Moreover,
we define a second kernel that is adaptive with respect to the target task. Exper-
iments on various datasets prove that the new kernels show better performance
compared with other feature combination methods in literature. Future works
include: i) definition of a general framework for constructing complex kernels
starting from existing ones; ii) the extension of the feature combination idea to
graphs with continuous attributes.
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